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Language Models

Devlin, J., Chang, M. W., Lee, K., & Toutanova, K. (2018). Bert: Pre-training of deep bidirectional transformers for language understanding. arXiv preprint 
arXiv:1810.04805.

Source
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https://medium.datadriveninvestor.com/electra-efficiently-learning-an-encoder-that-classifies-token-replacements-accurately-59253abd5f25


Why Language Models

Source: https://ruder.io/state-of-transfer-learning-in-nlp/
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Why not … :)
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Pre-trained Language Models

❖ Pre-training on a huge corpus can learn universal language representations 
and help with several downstream NLP tasks.

❖ Pre-trained language models provides better model initialization, leading to 
better generalization performance and speeds up convergence on target 
task.

❖ Pre-training can be regarded as regularization that helps in avoiding 
overfitting on small datasets.
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Keyphrase Language Model

❖ Can we formulate a pre-training objective for language models that can 
learn better representation of keyphrases?

❖ Does learning rich representation of keyphrases in a language model lead 
to performance gains for the tasks of keyphrase extraction and generation?

❖ Do rich keyphrase representations aid other fundamental tasks in NLP such 
as NER, QA, RE and summarization?
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Keyphrase Language Models

❖ KBIR - Keyphrase Boundary Infiling Task

❖ KeyBART
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Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Keyphrase Boundary Infilling and Replacement - KBIR

RoBERTa Encoder

[CLS] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

ordinary token for masking keyphrase for masking

x2 x4

x2⨁x4⨁p1 x2⨁x4⨁p10

linear layer

Keyphrase prediction

ti - i
th token, xi - i

th token embedding, pi - i
th position embedding

linear layer

Masked Token 
Prediction

softmax

softmax

linear layer

No. of tokens prediction

softmax

x6 x10

linear layer

Keyphrase Replacement Classification

keyphrase for replacement

softmax

Combined Loss
Combined Loss

𝛼LossMLM(𝜃)

𝛾LossInfill(𝜃)

𝜎LossLP(𝜃) 𝛿LossKRC(𝜃)

LossKBIR (𝜃) = 𝛼LossMLM (𝜃) + 𝛾LossInfill (𝜃) + 𝜎LossLP (𝜃) + 𝛿LossKRC(𝜃)
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Pre-training Objectives - KBIR

❖ Masked Language Modeling (MLM) - token masking

❖ Keyphrase Boundary Infiling (KBI) - keyphrase masking

❖ Keyphrase Replacement Classification (KRC) - contrastive learning

                                                     KBIR = MLM + KBI + KRC
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RoBERTa



Masking Strategies

Keyphrases are an important means of document summarization, clustering, and topic 
search. Only a small minority of documents have author-assigned keyphrases, and 
manually assigning keyphrases to existing documents is very laborious. Therefore it is 
highly desirable to automate the keyphrase extraction process. This paper shows that a 
simple procedure for keyphrase extraction based on the naive Bayes learning scheme 
performs comparably to the state of the art. It goes on to explain how this procedure’s 
performance can be boosted by automatically tailoring the extraction process to the 
particular document collection at hand. Results on a large collection of technical reports 
in computer science show that the quality of the extracted keyphrases improves 
significantly when domain-specific information is exploited.

Input Text
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Masking Strategies

Keyphrases are an important means of document summarization, clustering, and topic 
search. Only a small minority of documents have author-assigned keyphrases, and 
manually assigning keyphrases to existing documents is [MASK] laborious. Therefore it 
is highly desirable to automate the keyphrase extraction process. This paper shows that 
a simple procedure for keyphrase extraction based on the naive Bayes learning scheme 
performs comparably to the state of the art. It goes on to explain how this procedure’s 
performance can be [MASK] by automatically tailoring the extraction process to the 
particular document collection at hand. Results on a large collection of technical reports 
in computer science show that the quality of the extracted keyphrases improves 
significantly when domain-specific information [MASK] exploited.

Token Masking

11



Token Masking

RoBERTa Encoder

[CLS] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

ordinary token for masking ti - i
th token, xi - i

th token embedding, pi - i
th position embedding

linear layer

Masked Token 
Prediction

softmax
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Masking Strategies

Keyphrases are an important means of [MASK], clustering, and topic search. Only a 
small minority of documents have author-assigned keyphrases, and manually assigning 
keyphrases to existing documents is [MASK] laborious. Therefore it is highly desirable 
to automate the [MASK]. This paper shows that a simple procedure for keyphrase 
extraction based on the [MASK] learning scheme performs comparably to the state of 
the art. It goes on to explain how this procedure’s performance can be [MASK] by 
automatically tailoring the extraction process to the particular document collection at 
hand. Results on a large collection of technical reports in computer science show that 
the quality of the extracted keyphrases improves significantly when domain-specific 
information [MASK] exploited.

Keyphrase Masking
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Learning Span Representations

Joshi, M., Chen, D., Liu, Y., Weld, D. S., Zettlemoyer, L., & Levy, O. (2020). Spanbert: Improving pre-training by representing and predicting spans. 
Transactions of the Association for Computational Linguistics, 8, 64-77.
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Learning Span Representations

Lewis, Mike, et al. "Bart: Denoising sequence-to-sequence pre-training for natural language generation, translation, and comprehension." arXiv preprint 
arXiv:1910.13461 (2019).
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Text Infilling with Encoder

❖ Replace the entire span, in this case a keyphrase, with a single [MASK] token
❖ Predict the original tokens using positional embeddings in conjunction with 

boundary tokens
❖ More challenging task than SpanBERT's objective of individual masked token 

predictions as the model must predict how many tokens correspond to a span
❖ Different from SpanBERT, which does not penalize incorrect predictions of a 

sequence of tokens within a masked span, we propose a cumulative loss across 
all tokens in the masked span to capture intra-span token relationships to learn 
better span representations
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RoBERTa Encoder

[CLS] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

ordinary token for masking keyphrase for masking

x2 x4

x2⨁x4⨁p1 x2⨁x4⨁p10

linear layer

Keyphrase prediction

ti - i
th token, xi - i

th token embedding, pi - i
th position embedding

linear layer

Masked Token 
Prediction

softmax

softmax

Keyphrase Masking - Keyphrase Boundary Infilling (KBI)
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RoBERTa Encoder

[CLS] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

ordinary token for masking keyphrase for masking

x2 x4

x2⨁x4⨁p1 x2⨁x4⨁p10

linear layer

Keyphrase prediction

ti - i
th token, xi - i

th token embedding, pi - i
th position embedding

linear layer

Masked Token 
Prediction

softmax

softmax

linear layer

No. of tokens prediction

softmax

Keyphrase Masking - Keyphrase Boundary Infilling (KBI)
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Keyphrase Replacement

Keyphrases are an important means of [MASK], clustering, and topic search. Only a small minority of 
documents have author-assigned keyphrases, and manually assigning keyphrases to existing 
documents is [MASK] laborious. Therefore it is highly desirable to automate the [MASK]. This paper 
shows that a simple procedure for                                      based on the [MASK] learning scheme 
performs comparably to the state of the art. It goes on to explain how this procedure’s performance can 
be [MASK] by automatically tailoring the extraction process to the particular document collection at 
hand. Results on a large collection of technical reports in computer science show that the quality of the 
extracted keyphrases improves significantly when domain-specific information [MASK] exploited.

Keyphrase Replacement

keyphrase extraction
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Keyphrase Replacement

Keyphrases are an important means of [MASK], clustering, and topic search. Only a small minority of 
documents have author-assigned keyphrases, and manually assigning keyphrases to existing 
documents is [MASK] laborious. Therefore it is highly desirable to automate the [MASK]. This paper 
shows that a simple procedure for                                                     based on the [MASK] learning 
scheme performs comparably to the state of the art. It goes on to explain how this procedure’s 
performance can be [MASK] by automatically tailoring the extraction process to the particular document 
collection at hand. Results on a large collection of technical reports in computer science show that the 
quality of the extracted keyphrases improves significantly when domain-specific information [MASK] 
exploited.

Keyphrase Replacement

dystropic epidermolysis bullosa

Keyphrase Vocabulary
500K

Contrastive Learning
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RoBERTa Encoder

[CLS] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

ordinary token for masking keyphrase for masking

x2 x4

x2⨁x4⨁p1 x2⨁x4⨁p10

linear layer

Keyphrase prediction

ti - i
th token, xi - i

th token embedding, pi - i
th position embedding

linear layer

Masked Token 
Prediction

softmax

softmax

linear layer

No. of tokens prediction

softmax

x6 x10

linear layer

Keyphrase Replacement Classification

keyphrase for replacement

sigmoid

KBIR - Keyphrase Boundary Infilling and Replacement
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RoBERTa Encoder

[CLS] t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11

ordinary token for masking keyphrase for masking

x2 x4

x2⨁x4⨁p1 x2⨁x4⨁p10

linear layer

Keyphrase prediction

ti - i
th token, xi - i

th token embedding, pi - i
th position embedding

linear layer

Masked Token 
Prediction

softmax

softmax

linear layer

No. of tokens prediction

softmax

x6 x10

linear layer

Keyphrase Replacement Classification

keyphrase for replacement

softmax

Combined Loss
Combined Loss

𝛼LossMLM(𝜃)

𝛾LossInfill(𝜃)

𝜎LossLP(𝜃) 𝛿LossKRC(𝜃)

LossKBIR (𝜃) = 𝛼LossMLM (𝜃) + 𝛾LossInfill (𝜃) + 𝜎LossLP (𝜃) + 𝛿LossKRC(𝜃)
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KBIR - Keyphrase Boundary Infilling and Replacement



BART

Lewis, Mike, et al. "Bart: Denoising sequence-to-sequence pre-training for natural language generation, translation, and comprehension." arXiv preprint 
arXiv:1910.13461 (2019).
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KeyBART

BART

Original Text - Dystrophic epidermolysis bullosa is a rare disease characterized by widespread blistering of the skin and mucous 
membranes, which may ultimately prompt limb amputation. ... A large number of skin sarcomas were excised over the 15-year period of 
prosthesis use. Two falls have resulted in limb fractures. ...

Keyphrases - [dystropic epidermolysis bullosa, rare disease, mucous membranes, limb amputation, skin sarcomas, prosthesis use, limb 
fractures.]

ordinary token for masking keyphrase for masking keyphrase for replacement

Input -  [MASK] is a [MASK] is a rare disease characterized by widespread blistering of the skin and mucous membranes, which may 
[MASK] prompt limb amputation. ... A large number of machine learning algorithms were excised over the 15-year period of prosthesis 
use. Two falls have resulted in limb fractures. ...

Output keyphrases in CatSeq format - dystropic epidermolysis bullosa, rare disease, mucous membranes, limb amputation, skin 
sarcomas, prosthesis use, limb fractures
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KeyBART-DOC

BART

Original Text - Dystrophic epidermolysis bullosa is a rare disease characterized by widespread blistering of the skin and mucous 
membranes, which may ultimately prompt limb amputation. ... A large number of skin sarcomas were excised over the 15-year period of 
prosthesis use. Two falls have resulted in limb fractures. ...

Keyphrases - [dystropic epidermolysis bullosa, rare disease, mucous membranes, limb amputation, skin sarcomas, prosthesis use, limb 
fractures.]

ordinary token for masking keyphrase for masking keyphrase for replacement

Input -  [MASK] is a [MASK] is a rare disease characterized by widespread blistering of the skin and mucous membranes, which may 
[MASK] prompt limb amputation. ... A large number of machine learning algorithms were excised over the 15-year period of prosthesis 
use. Two falls have resulted in limb fractures. ...

Output Original Text - Dystrophic epidermolysis bullosa is a rare disease characterized by widespread blistering of the skin and mucous 
membranes, which may ultimately prompt limb amputation. ... A large number of skin sarcomas were excised over the 15-year period of 
prosthesis use. Two falls have resulted in limb fractures. ...
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Experiment Setup

OAGKx Corpus - 23 million scientific articles from various domains

26Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Keyphrase Extraction using KBIR

SE10 - SemEval 2010, SE17 - SemEval 2017

27Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Present Keyphrase Generation using KeyBART

28Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Absent Keyphrase Generation using KeyBART

29Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


NER and RE using KBIR

      NER - Named Entity Recognition RE - Relation Extraction

30Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Question Answering using KBIR

31Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Summarization using KeyBART and KeyBART-DOC

32Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. Accepted at NAACL-HLT 2022 
(Findings).

https://arxiv.org/abs/2112.08547
https://arxiv.org/abs/2112.08547


Resources

Kulkarni, M., Mahata, D., Arora, R., & Bhowmik, R. (2021). Learning Rich Representation of Keyphrases from Text. 
arXiv preprint arXiv:2112.08547.

https://arxiv.org/abs/2112.08547


Resource Constrained Keyphrase Generation

34
Wu, D., Ahmad, W. U., Dev, S., & Chang, K. W. (2022). Representation Learning for Resource-Constrained Keyphrase Generation. arXiv preprint 
arXiv:2203.08118.

❖ Concurrent work to KeyBART
❖ Trains in a resource constrained setting

➢ Dkp - used for finetuning
➢ Daux  - used for pretraining 

❖ Pretraining Objectives
➢ Salient Span Recovery

■ Selects spans using TF-IDF and masks them
■ Recovers the masked spans during training

➢ Salient Span Prediction
■ Selects spans using Tf-IDF and masks them
■ Generates the masked out spans during training



From Fundamentals to Recent Advances
A Tutorial on Keyphrasification

All materials available at 
https://keyphrasification.github.io/
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https://keyphrasification.github.io/

