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Outline of Part II
Part I   - Neural Keyphrase Extraction (Debanjan)

Part II  - Neural Keyphrase Generation (Rui)

Part III - Hands-on Practice with OpenNMT-kpg and DLKP
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Not All Keyphrases Are Extractable
○ A non-negligible proportion of keyphrases are not present

■ Absent keyphrase: doesn’t appear as a substring of the source text
■ Annotators assign keyphrases by their relevance/importance, not presence

3
(Yuan et al. 2018). One Size Does Not Fit All: Generating and Evaluating Variable Number of Keyphrases. ACL.



Not All Keyphrases Are Extractable
● Absent keyphrase

○ w.r.t lexical overlap between the source text and absent phrases
■ Reordered: words appear in different orders (e.g. “Information Sharing” vs “share information”).
■ Mixed: some words can be found in text (e.g. “Information Retrieval”).
■ Unseen: all words do not occur in the source document (e.g. “Retrieval Support”).
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(Boudin, 2020) F. Boudin, Y. Gallina. Redefining Absent Keyphrases and their Effect on Retrieval Effectiveness. NAACL 2021.



● Absent keyphrase
○ w.r.t functions

■ Higher-level concepts, i.e. biology, computer science, politics.
■ Generic in-domain terms, i.e. paper, design, model.
■ Synonyms/acronyms of present phrases, i.e. Ecommerce vs. electronic commerce
■ Others: beginner (in StackExchange, indicating a beginner question)

Not All Keyphrases Are Extractable
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Neural Keyphrase Generation
● Predicting keyphrases as language generation

○ Each keyphrase is actually a short sequence of tokens
○ We can train neural networks to learn to generate phrases in a data-driven way

■ Input: a SEQuence of source text
■ Output: multiple SEQuences of tokens, each sequence is a keyphrase
■ Seq2Seq Learning!
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■ len=1, 30.88%
■ len=2, 43.16%
■ len=3, 18.55%
■ len=4, 5.23%
■ len=5, 1.45%
■ len>5, 0.73%

One source sequence

Multiple target sequences



Taxonomy of Methods
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Traditional methods Neural-based methods
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statistical (e.g. TF.IDF)

graph-based (e.g. TextRank)

supervised feature-based (e.g. Kea)

                                             sequence labeling: CRF, Bi-LSTM-CRF

                                                                                          embedding-based (e.g. Key2Vec)

(Medelyan and Witten, 2006) Thesaurus based automatic keyphrase indexing. JCDL.
(Das Gollapalli et al., 2017) Incorporating expert knowledge into keyphrase extraction. AAAI.
(Mahata et al., 2018) Key2Vec: Automatic Ranked Keyphrase Extraction from Scientific Articles using Phrase Embeddings. NAACL.
(Alzaidy et al. 2019) Bi-LSTM-CRF Sequence Labeling for Keyphrase Extraction from Scholarly Documents. WWW.

(Das Gollapalli et al., 2017) 

(Alzaidy et al. 2019)

resource-based (e.g. Kea++)

                                                                                          sequence-to-sequence (e.g. CopyRNN)

(Mahata et al., 2018)

(Medelyan and Witten, 2006)



Taxonomy of Generative Methods
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CopyRNN, CopyCNN

Supervised Unsupervised 

One2One

One2Seq

(Yuan et al, 2018)

One2Set

(Meng et al, 2017, Zheng et al, 2017)

catSeq

Semi-supervised 

Unsup CopyRNN
(Shen et al, 2021)

SetTrans (Ye et al, 2021)

SYN.Self-Learn
(Ye and Wang 2018)

TG-Net
(Chen et al, 2018)

Extra training target

GANMR
Swaminathan et al, 2020)

catSeqTG-2RF1
(Chan et al, 2019)

Auxiliary loss

RAMKG
Gao et al, 2022)

KG-KE-KR-M
(Chen et al, 2019)

Retrieval  
augmented



Taxonomy of Generative Methods
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Keyphrase Generation (KPG)
● Three types of training paradigms 

○ One2One

■ Output one single phrase at a time

○ One2Seq

■ Output a sequence of multiple phrases at a time

○ One2Set

■ Output a set of multiple phrases at a time
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(Meng et al. 2017). Deep Keyphrase Generation. ACL.
(Yuan et al. 2018). One Size Does Not Fit All: Generating and Evaluating Variable Number of Keyphrases. ACL.
(Ye and Wang, 2018). Semi-Supervised Learning for Neural Keyphrase Generation. EMNLP.
(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.
(Ye et al. 2021) "One2Set: Generating Diverse Keyphrases as a Set. ACL.



KPG-One2One
● Data preparation - each data example is split to multiple text-keyphrase pairs

○ Source text is duplicated K times
○ Each pair contains only one keyphrase
○ Great waste in training, e.g. in KP20k 510K->2.78M
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[Source]
Language-specific Models in Multilingual Topic Tracking. 
Topic tracking is complicated when the stories in the stream 
occur in multiple languages. Typically, researchers have 
trained only English topic models because the training stories 
have been provided in English. In tracking, non-English test 
stories are then machine translated into English to compare 
them with the topic models. …

[Target]
[classification, crosslingual, Arabic, TDT, topic tracking, 
multilingual]

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> classification  </s>

Original Data Point (k target phrases)

Src-Tgt Pair for Training (k pairs)

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> crosslingual </s>

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> arabic </s>

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> TDT </s>

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> topic tracking </s>

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> multilingual </s>

(Meng et al. 2017). Deep Keyphrase Generation. ACL.



KPG-One2One
● Training

○ Model is trained to predict ONE target phrase at a time

■ Decoder only focuses on generating one phrase

12
(Meng et al. 2017). Deep Keyphrase Generation. ACL.



KPG Inference
● How to generate multiple phrases?

○ Beam search is the key to produce a large number of unique phrases (up to 200)
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KPG Inference

● Problems with One2One
○ Generated phrases are independent of each other and lack of diversity
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  Predicted Phrase Score

1. jackson nets [-1.5777]
2. jackson types [-2.4076]
3. information system   [-3.7591]
4. business processes   [-4.0738]
5. jackson network  [-4.0782]
6. jackson net  [-4.1740]
7. petri nets [-4.2971]
…
11. jackson form [-5.2189]
12. jackson model [-5.2925] 
13. jackson  [-5.5100]  
14. jackson analysis [-5.7585]  



KPG-One2Seq
● Data Preparation

○ Concatenate multiple target phrases as a sequence

○ The order of concatenation can be effective in performance
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[Source Sequence]
Language-specific Models in Multilingual Topic Tracking. 
Topic tracking is complicated when the stories in the stream 
occur in multiple languages. Typically, researchers have 
trained only English topic models because the training stories 
have been provided in English. In tracking, non-English test 
stories are then machine translated into English to compare 
them with the topic models. …

[Target Sequence]
[classification, crosslingual, Arabic, TDT, topic tracking, 
multilingual]

[Source] Language-specific Models in Multilingual Topic Tracking.…
[Target] <s> classification <sep> crosslingual <sep> Arabic <sep> 
TDT <sep> topic tracking <sep> multilingual </s>

(Yuan et al. 2018). One Size Does Not Fit All: Generating and Evaluating Variable Number of Keyphrases. ACL.
(Ye and Wang, 2018). Semi-Supervised Learning for Neural Keyphrase Generation. EMNLP.



KPG-One2Seq
● Training

○ Model is trained to predict a SEQuence of multiple phrases

■ More efficient and straightforward in training

■ Model can avoid generating similar phrases (w/ greedy decoding) since they are generated 

dependently

16(Yuan et al. 2018). One Size Does Not Fit All: Generating and Evaluating Variable Number of Keyphrases. ACL.
(Ye and Wang, 2018). Semi-Supervised Learning for Neural Keyphrase Generation. EMNLP.



KPG Inference
● One2Seq can work with either greedy decoding or beam search

○ Greedy decoding
■ Special case of beam search (beam width=1)

■ Fast inference, but limited number of predicted phrases

17



KPG Inference
● One2Seq can work with either greedy decoding or beam search

○ Beam search (beam width >> 1)
■ Aggregate predicted phrases from different sequences
■ Very inefficient due to many duplicates, e.g. width=50, 99% are duplicates
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1. [-6.295] ["fuzzy", "bayesian", "inference", "techniques", "<sep>", "modus", 
"ponens", "rule", "<sep>", "fuzzy", "sets"]

2. [-6.295]["fuzzy", "bayesian", "inference", "<sep>", "modus", "ponens", "rule", 
"<sep>", "fuzzy", "sets"]

3. [-6.295]["decision", "making", "<sep>", "modus", "ponens", "rule", "<sep>", 
"fuzzy", "sets"]

4. [-6.743]["fuzzy", "bayesian", "inference", "<sep>", "modus", "ponens", 
"rule", "<sep>", "fuzzy", "inference"]

5. [-6.822]["fuzzy", "bayesian", "inference", "techniques", "<sep>", "modus", 
"ponens", "rule", "<sep>", "fuzzy", "inference"], 

6. [-7.128]["fuzzy", "bayesian", "inference", "techniques", "<sep>", "modus", 
"ponens", "rule", "<sep>", "fuzzy", "inference", "systems"], 

7. [-7.421]["fuzzy", "bayesian", "inference", "techniques", "<sep>", "modus", 
"ponens", "rule", "<sep>", "bayesian", "inference", "methods"]

8. [-7.428]["fuzzy", "bayesian", "inference", "techniques", "<sep>", "decision", 
"making", "<sep>", "modus", "ponens", "rule", "<sep>", "fuzzy", "sets"]

9. ...

Decoding Results

1. [-6.295] "fuzzy", "bayesian", "inference", "techniques"
2. [-6.295] "modus", "ponens", "rule"
3. [-6.295] "fuzzy", "sets"
4. [-6.295] "fuzzy", "bayesian", "inference"
5. [-6.295] "decision", "making"
6. [-6.743] "fuzzy", "inference"
7. [-7.128] "fuzzy", "inference", "systems"
8. [-7.421] "bayesian", "inference", "methods"
9. ...



KPG Results - Effects of Beam Width
● Larger beam width is beneficial

○ especially for absent KPG

○ benefit gradually diminishes for present KPG

● Larger beam width -> greater computational cost, slower inference speed

19
(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.



KPG Modeling
● Vanilla Seq2Seq

○ Generate target keyphrase abstractively

20

Abstractive Decoding



KPG Modeling
● Vanilla Seq2Seq

○ Generate target keyphrase abstractively

21

Abstractive Decoding

[xi,xi+1,...,xi+k] = [yj, yj+1,...,yj+k]



KPG Modeling
● Seq2Seq + Copy Attention

○ Generate target keyphrase both abstractively and extractively

22

Abstractive Decoding

Extractive Decoding(Meng et al. 2017). Deep Keyphrase Generation. ACL.

P(w)= pabs*Pabs(wvocab) + (1 - pabs)*Pext(wsrc)



● Copy Attention
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KPG Modeling

P(w)= pabs*Pabs(wvocab) + (1 - pabs)*Pext(wsrc)

Abstractive Part

Extractive Part

Picture credit to Abigail See
http://www.abigailsee.com/2017/04
/16/taming-rnns-for-better-summari
zation.html

(Meng et al. 2017). Deep Keyphrase Generation. ACL.



KPG Results - Effects of Copy Attention
● Copy attention improves present performance significantly

○ Copy is necessary for RNN-based models
○ But can hurt Transformers on abstractiveness

24
(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.



KPG Results - Effects of Copy Attention
● One2One

○ Copy is necessary for RNN-based models
■ RNN+Copy outperforms Transformer
■ But can hurt Transformers on abstractiveness

25
(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.



KPG Results - Effects of Copy Attention
● One2Seq

○ One2Seq performs comparably to One2One on present phrases, but much poorer on absent
○ Copy shows smaller advantage with Transformer

26
(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.



KPG Results
● KPG outperforms classic extractive models by a large margin. Why?

27
(Meng et al. 2017). Deep Keyphrase Generation. ACL.



KPG Results
● KPG outperforms classic extractive models by a large margin. Why?

○ Better key-ness: phrases are ranked by model learned likelihood

28
(Meng et al. 2017). Deep Keyphrase Generation. ACL.



KPG Results
● KPG outperforms classic extractive models by a large margin. Why?

○ Better key-ness: phrases are ranked by model learned likelihood

○ Better phrase-ness: KPG learns how phrases are like from data, more reliable than N-grams/NPs

29
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KPG-One2Seq
● Pros

○ Training is straightforward and efficient
● Cons

○ The order for concatenating phrases can affect model performance
○ Poorer performance on absent phrases comparing with One2One

30(Yuan et al. 2018). One Size Does Not Fit All: Generating and Evaluating Variable Number of Keyphrases. ACL.
(Ye and Wang, 2018). Semi-Supervised Learning for Neural Keyphrase Generation. EMNLP.



Case Study
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[TITLE] A Testability Measure for Hierarchical Design Environments

[ABSTRACT] In this paper a new approach is proposed to compute testability of a combinational circuit in a hierarchical design environment. 
The testability of a circuit is first computed at the functional level using the Walsh expression of the functional block, and its complexity is linear 
with respect to the number of functional blocks. The functional level testability measure is then used to compute the testability at the gate/switch 
level. Our extensive simulation results show that the testability measure of the proposed method reflects closely to the actual testability measure 
(both at the functional level and the gate level) when the granularity of a functional block is much higher than that of primitive gates.

[GROUND-TRUTH]  

Present KPs (#=8)

        walsh expression
        simulation
        combinational circuit
        testability measure
        hierarchical design environments
        gate switch level
        functional level

[PREDICT] 
Present (Top 10)
1. hierarchical design 2. testability measure  [correct!]
3. combinational circuit   [correct!] 4. walsh expression   [correct!]
5. testability 6. hierarchical design environments   [correct!]
7. design environment 8. functional level   [correct!]
9. functional block 10. design

Absent (Top 20)
1. logic design 2. design automation
3. design for testability     [correct!] 4. logic testing    [correct!]
5. logic cad      [correct!] 6. circuit faults
7. automatic test pattern generation 8. vlsi
9. design principle 10. built in self test
11. circuit design 12. circuit synthesis
13. complexity theory 14. circuit simulation
15. walsh functions    [correct!] 16. test measure
17. integrated circuit design 18. gate level testability
19. test 20. circuit analysis computing

Absent KPs (#=5)

        walsh functions
        logic testing
        design for testability
        logic cad
        circuit cad



Generating Absent KeyPhrases
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[TITLE] How to predict on part of image after training on other part of image?

[QUESTION] I have images of identity cards (manually taken so not of same size) and I need to extract the text in it. I 
used tesseract to predict bounding boxes for each letter and am successful to some extent but some letters are not 
bounded.
So, I have around 5000 bounding boxes in all images combined. I want to train it so as to predict bounding boxes for 
remaining letters. After predicting the bounding boxes I will try to classify the image into characters. This is different from 
conventional machine learning problem where I donot have training and testing data separately.

[PREDICT] (Top 20)

1. [tesseract] 2. [machine learning]
3. image classification   [correct!] 4. deep learning   [correct!]
5. computer vision    [correct!] 6. classification
7. tensorflow 8. untagged
9. image recognition 10. python
11. nlp 12. neural network   [correct!]
13. convnet   [correct!] 14. scikit learn
15. deep learning s 16. deep learningd
17. deep learning convnet 18. deep network
19. convnet s 20. deep learning s s

[GROUND-TRUTH] (#absent=5)

        neural network
        deep learning
        image classification
        convnet
        computer vision



Case Study (Bad)
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[TITLE] On the relationship between workflow models and document types

[ABSTRACT] The best practice in information system development is to model the business processes that have to be supported and the 
database of the information system separately. This is inefficient because they are closely related. Therefore we present a framework in which it is 
possible to derive one from the other. To this end we introduce a special class of Petri nets, called Jackson nets, to model the business 
processes, and a document type, called Jackson types, to model the database. We show that there is a one-to-one correspondence between 
Jackson nets and Jackson types. We illustrate the use of the framework by an example.

[GROUND-TRUTH]  

Present KPs (#=1)

        Petri net

[PREDICT] 
Present
1. jackson nets  2. jackson types
3. information system 4. business processes
5. jackson net 6. petri nets   [correct!]
7. model 8. workflow
9. database 10. jackson
11. relationship 12. information system development

Absent
1. jackson network 2. jackson form
3. jackson model 4. jackson analysis
5. jackson relation 6. jackson types networks
7. information system model 8. model driven development
9. jackson term 10. jackson network model
11. jackson network analysis 12. jackson type network
13. jackson term model 14. jackson types model

Absent KPs (#=4)

        Workflow management system
        Document management system
        Data type
        Information system design methodology



KPG-One2Seq: Order Matters

34
(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.



● Target phrase order shows distinct effects on performance (i.e. Pres-Abs >> Abs-Pres).
○ Column: models trained in different phrase concatenation order

○ Row: scores on six scientific paper datasets

KPG-One2Seq: Order Matters

35

Diff between Pres-Abs and Abs-Pres:

● w/ RNN: 3.0
● w/ Transformer: 6.6

(Meng et al. 2021). An Empirical Study on Neural Keyphrase Generation. NAACL.



KPG-One2Set

● Making phrase order less impactful

○ Utilize Non-autoregressive Decoding and Hungarian algorithm to eliminate the effect of 
phrase orders

36
(Ye et al. 2021) "One2Set: Generating Diverse Keyphrases as a Set. ACL.



● One2Set (Ye et al. 2021)

○ Utilize Non-autoregressive Decoding and Hungarian algorithm to eliminate the effect of 
phrase orders

KPG-One2Set

37
(Ye et al. 2021) "One2Set: Generating Diverse Keyphrases as a Set. ACL.



Taxonomy of Generative Methods
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CopyRNN, CopyCNN

Supervised Unsupervised 

One2One

One2Seq
(Yuan et al, 2018)

One2Set

(Meng et al, 2017, Zheng et al, 2017)

catSeq

Semi-supervised 

SetTrans (Ye et al, 2021)

SYN.Self-Learn
(Ye and Wang 2018)

TG-Net
(Chen et al, 2018)

Extra training target

RAMKG
Gao et al, 2022)

KG-KE-KR-M
(Chen et al, 2019)

Retrieval  
augmented

Unsup CopyRNN
(Shen et al, 2021)

GANMR
Swaminathan et al, 2020)

catSeqTG-2RF1
(Chan et al, 2019)

Auxiliary loss



● Bridge the gap between MLE loss and keyphrase evaluation

○ Most keyphrase generation models are trained with MLE
■ Maximum-likelihood estimation: maximizing the probability of the next word

○ Keyphrases are evaluated as a set, such as F1-score

Learning to Generate Keyphrases Beyond MLE

39
Picture credit:
https://www.salesforce.com/products/einstein/
ai-research/tl-dr-reinforced-model-abstractive-s
ummarization/



● Bridge the gap between MLE loss and keyphrase evaluation

○ Most keyphrase generation models are trained with MLE
■ Maximum-likelihood estimation: maximizing the probability of the next word

○ Keyphrases are evaluated as a set, such as F1-score
○ Utilizing Reinforcement Learning to infuse global reward to models

Learning to Generate Keyphrases Beyond MLE

40
Picture credit:
https://www.salesforce.com/products/einstein/
ai-research/tl-dr-reinforced-model-abstractive-s
ummarization/



● Bridge the gap between MLE loss and keyphrase evaluation

○ Most keyphrase generation models are trained with MLE
■ Maximum-likelihood estimation: maximizing the probability of the next word

○ Keyphrases are evaluated as a set, such as F1-score
○ Utilizing Reinforcement Learning to infuse global reward to models

● Related work
○ Manually-designed reward

■ catSeqTG-2RF1, Chan et al. 2019

○ Learned reward via GAN
■ KPG-GANMR, Swaminathan et al. 2020

Learning to Generate Keyphrases Beyond MLE

41(Chan et al. 2019), Neural Keyphrase Generation via Reinforcement Learning with Adaptive Rewards." ACL.
(Swaminathan et al. 2020), A preliminary exploration of GANs for keyphrase generation. EMNLP



Keyphrase Generation using GANs

Swaminathan, A., Zhang, H., Mahata, D., Gosangi, R., Shah, R., & Stent, A. (2020, November). A preliminary exploration of GANs for keyphrase 
generation. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 8021-8030).

https://github.com/avinsit123/keyphrase-gan


KPG via GAN

Swaminathan, A., Zhang, H., Mahata, D., Gosangi, R., Shah, R., & Stent, A. (2020, November). A preliminary exploration of GANs for keyphrase 
generation. In Proceedings of the 2020 Conference on Empirical Methods in Natural Language Processing (EMNLP) (pp. 8021-8030).



Retrieval-Augmented Keyphrasification
● Retrieve relevant data as external knowledge

○ KG-KE-KR-M (Chen et al. 2019)
■ Retrieve similar documents and use their associated keyphrases as external 

knowledge for the generative model

44(Chen, 2019) An Integrated Approach for Keyphrase Generation via Exploring the Power of Retrieval and 
Extraction NAACL.



Retrieval-Augmented Keyphrasification
● Retrieve relevant data as external knowledge

○ RAMKG for multilingual keyphrase generation (Gao et al. 2022)
■ Retrieve passage-phrase pairs in English via dense retriever (mBERT)
■ Alleviate the resource scarcity issue in low-resource languages 

45Yifan, Gao, et al. "Retrieval-Augmented Multilingual Keyphrase Generation with 
Retriever-Generator Iterative Training." NAACL findings. 2022.



Retrieval-Augmented Keyphrasification
● Retrieve relevant data as external knowledge

○ RAMKG for multilingual keyphrase generation (Gao et al. 2022)
■ Retrieve passage-phrase pairs in English via dense retriever
■ Alleviate the resource scarcity issue in low-resource languages 

46Yifan, Gao, et al. "Retrieval-Augmented Multilingual Keyphrase Generation with Retriever-Generator 
Iterative Training." NAACL findings. 2022.



Taxonomy of Generative Methods
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● Why extractive methods can be unsupervised?
○ Selecting good spans from source texts is relatively easy

■ Extract candidates by n-grams, noun phrases etc.

○ Rank candidates with unsupervised scoring functions

■ Frequency-based

■ Graph-based

■ Semantic-based

■ ……

Can keyphrase generation be unsupervised?

48
(Shen, et al. 2022). Unsupervised Deep Keyphrase Generation. AAAI.



● 1. Construct synthetic text-keyphrase pairs w/o human annotation
○ Step 1.1: identify phrase candidates for each doc d

■ Present candidates: noun phrases in d (with POS tagging)

■ Absent candidates: noun phrases from other docs D- if any word overlaps with d 

Unsupervised KPG

49

Candidates

Present
security
security breach
risk
 …
Absent
risk management
risk control
security system
…



● 1. Construct synthetic text-keyphrase pairs w/o human annotation
○ Step 1.2: rank candidates by keyness

■ Lexical keyness: Tf-Idf
■ Semantic keyness: Similarity between a candidate and d by Doc2Vec
■ Fuse two scores:

Unsupervised KPG

50



● 2. Train a Seq2Seq model with synthetic pairs
○ Infuse keyphrase knowledge into the generation model

●

Unsupervised KPG
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● Results on present keyphrase prediction

Unsupervised KPG

52



● Results on absent keyphrase prediction

Unsupervised KPG

53



● Recall of absent keyphrases using all phrase candidates in corpus
○ Upper bound score of current method on absent keyphrases
○ Some absent phrases are missed by POS tagging

Unsupervised KPG

54



Taxonomy of Methods
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Traditional methods Neural-based methods
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statistical (e.g. TF.IDF)

graph-based (e.g. TextRank)

supervised feature-based (e.g. Kea)

                                             sequence labeling: CRF, Bi-LSTM-CRF

                                                                                          embedding-based (e.g. Key2Vec)

(Medelyan and Witten, 2006) Thesaurus based automatic keyphrase indexing. JCDL.
(Das Gollapalli et al., 2017) Incorporating expert knowledge into keyphrase extraction. AAAI.
(Mahata et al., 2018) Key2Vec: Automatic Ranked Keyphrase Extraction from Scientific Articles using Phrase Embeddings. NAACL.
(Alzaidy et al. 2019) Bi-LSTM-CRF Sequence Labeling for Keyphrase Extraction from Scholarly Documents. WWW.

(Das Gollapalli et al., 2017) 

(Alzaidy et al. 2019)

resource-based (e.g. Kea++)

                                                                                          sequence-to-sequence (e.g. CopyRNN)

(Mahata et al., 2018)

(Medelyan and Witten, 2006)

Extraction

Generation



● Combining extraction & generation as multi-tasking
○ Generator takes the hint of present phrases predicted by 

extractor

● Related work
○ KG-KE-KR-M, Chen et al., NAACL 2019

○ SEG-Net, Ahmad, Wasi, et al., ACL 2021

○ UniKeyphrase, Wu et al.,  ACL Finding 2021

○ BERT-PKE & BERT-AKG, Liu et al., Arxiv 2020
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(Liu et al. 2020) Keyphrase prediction with pre-trained language model. arXiv



● SEG-Net
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Language Processing (Volume 1: Long Papers). 2021.



● UniKeyphrase
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● BERT-PKE & BERT-AKG
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Conclusion - Neural Keyphrasification
● Learn to predict keyphrases in a data-driven manner

○ No manual feature engineering
○ Outperform classic methods by large margins

● Challenges
○ Data-hungry
○ Weak generalizability across domains
○ Quality of generated absent phrases
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Outline of Part II
Part I   - Neural Keyphrase Extraction (Debanjan)

Part II  - Neural Keyphrase Generation (Rui)

Part III - Introduction to OpenNMT-kpg and DLKP
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Intro to OpenNMT-kpg
● A PyTorch package for keyphrase generation based on OpenNMT
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Intro to OpenNMT-kpg
● Features

○ Configure job in yml files and start training in one line
python train.py -config config/train/transformer-presabs-kptimes.yml
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Intro to OpenNMT-kpg
● Features

○ Data preprocessing on-the-fly
■ You can pipeline the data processing like a charm
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Intro to OpenNMT-kpg
● Features

○ Easy keyphrase inference with huggingface datasets and pretrained models
■ The inference example is located at /onmt/keyphrase/kpg_example_hfdatasets.py
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Intro to DLKP
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From Fundamentals to Recent Advances
A Tutorial on Keyphrasification

All materials available at 
https://keyphrasification.github.io/

https://keyphrasification.github.io/

