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An overview of history

e Keyphrases were initially introduced as a means for cataloging and indexing
documents in digital libraries

o Assignment methods: assign thesaurus entries (e.g. MeSH/UMLS in PubMed)
o Extractive methods: identify important phrases from text
o Generative methods: produce phrases that summarize the content
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Part 2 of the tutorial




Traditional Methods for keyphrase extraction
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Candidate selection

e Identify the words and phrases that are eligible to be keyphrases
o Mostly noun phrases, composed of up to three words (~Q0%)

Freq.|POS-Pattern Example
a 21%|Noun graphs
5 most frequent 17%|Noun Noun similarity measure
POS-patterns of , —
15%|Adj Noun empirical study
gold keyphrases - pr——
in kp20k 5% |Verb enoising
9 4%|Adj Noun Noun |ant colony optimization

e Requires text pre-processing
o tokenization, sentence splitting, POS-tagging, NP-chunking, NER



Candidate selection (cont.)

inverse, inverse problems, problems,

Inverse problems for a mathematical | n-gram selection + filtering mathematical, mathematical model, model,
model of ion exchange in a ion, ion exchange, exchange, compressible,
compressible ion exchanger. N compressible ion, compressible ion
s@/@q‘/ exchanger, ion, ion exchanger, exchanger
©hn

inverse problems, mathematical model,
compressible ion exchanger

e Balances the search space and the upper bound Iperformance

e Apply filtering techniques to remove spurious candidates

o eg. PDF to text - muddled sentences, tables, equations, etc.
o simple text cleaning — ~+2% in f@10



Traditional Methods for keyphrase extraction @
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Candidate ranking

e Assign a weight/score to each keyphrase candidates
o candidates are ranked using a weighting function  (unsupervised)
o candidates are classified as keyphrase or not (supervised)

e Statistical methods wnsupervised)
o frequency-based, position-based, lexical/syntactic-based features

— n —

o commonly-used methods are TF.IDF, LM , YAKE
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Candidate ranking (cont.)

Page Rank
Iteration init

e (Graph-based ranking methods unsupervised)
o Seminal work TextRank

1. build a graph representation of the document where nodes are
lexical units and edges are semantic relations between them
2. rank nodes using a graph-theoretic measure, from which the

top-ranked ones are used to form keyphrases' |
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e Overview of existing methods
o node ranking functions : k-core , PositionRank
o topic-based methods : TopicRank , TopicalPageRank
o external-resources : ExpandRank , CiteTextRank
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Candidate ranking (cont.)

Keyphrase extraction as a binary classification task (supervised)
Train to classify candidates as keyphrase or

@)

(@)

commonly-used methods : Kea

Y
P[yes] =mPTFXIDF [z | yes] Piancc[d | yes]

. WINGNUS

F1-F3 (n): TFXIDF, term frequency, term fre-
quency of substrings.

F4-F5 (n): First and last occurrences (word off-
set).

F6 (n): Length of phrases in words.

F7 (b): Typeface attribute (available when PDF
is present) — Indicates if any part of the candidate
phrase has appeared in the document with bold
or italic format, a good hint for its relevance as
a keyphrase.

F8 (b): InTitle — shows whether a phrase is also
part of the document title.

F9 (n): TitleOverlap — the number of times
a phrase appears in the title of other scholarly
documents (obtained from a dump of the DBLP
database).

F10-F14 (b): Header, Abstract, Intro, RW,
Concl — indicate whether a phrase appears in head-
ers, abstract, introduction, related work or conclu-
sion sections, respectively.

F15-F19 (n): HeaderF, AbstractF, IntroF, RWF,
ConclF - indicate the frequency of a phrase in
the headers, abstract, introduction, related work or
conclusion sections, respectively.

Require few training samples, outperform unsupervised methods
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N-best selection

e Select the N highest-ranked candidates as keyphrases

o . redundancy within the selected keyphrases should be minimized!
Major issue for methods that rank candidates according to their component words

m  Over-generation errors

(@)

Rank keyphrase

1. machine
2. computer algorithms

_

3. experience
4.  artificialintelligence
5. study
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Results

Scientific articles

Large scale evaluation of traditional methods

Paper abstracts

News articles

PubMed ACM SemEval Inspec WWW KP20k DUC-2001 KPCrowd KPTimes

Model F@l0 MAP FQ@l0 MAP FQl0 MAP | FG10 MAP F@l0 MAP FQ@l0 MAP | FQl0 MAP FQ@l0 MAP FQ10 MAP

Statistical methods FirstPhrases 154 14.7 13.6 13.5 13.8 105 | 29.3 279 102 98 135 126 | 246 223 17.1 16.5 92 84
TFxIDF 167 169 121 11.4 17.7 127 | 36.5 34.4 93 101 116 123 | 233 21.6 169 158 96 94
TextRank 1.8 1.8 25 24 35 23 | 358 314 84 56 102 7.4 | 215 194 7195 27 25

Graph-basedmethods  PpositionRank 4.9 46 57 49 68 41 | 342 322 116" 84 141" 112 | 286" 28.00 134 127 85 66
N MultipartiteRank  15.8 150 11.6 11.0 14.3 10.6 | 30.5 29.0 10.8" 104 13.67 13.37 | 256 249" 18.2 17.0 11.2F 10.1f
Classification method supenisea Kea 18.6" 18.67 14.2f 133 1951 14.7t | 345 33.2 11.00 1097 14.07 138 | 2657 2451 173 167 110t 10.8%
Neural-based method weesco CopyRNN  24.27 25.47  24.47 26.37 20.3" 13.8 | 28.2 264 22.27 24.9" 25.47 28.77 | 105 7.2 84 42 39.37 50.91

(@)

(@)

Outperformed by neural-based methods on 6/9 datasets

Still useful when no training data is available
Three models could be considered as baselines TExIDF, MultipartiteRank and Kea
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Summary

e Pros

o Efficiency
o Interpretability
o  Generalization (languages, domains)

e Cons

o Pipeline approach : errors are propagated
o Produce only present keyphrases
o  Overall performance

e A basis for unsupervised neural extractive methods (Part 2.1 of the tutorial)

e Used for producing silver-standard training data for unsupervised
keyphrase generation (Part 2.2 of the tutorial)

17




Part | - Outline

e Hands-on practice with PKE
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Overview of pke @

e pkeisan open source python-based keyphrase extraction toolkit
e end-to-end pipeline in which each component can be modified

e [nstallation

pip install git+https://github.com/boudinfl/pke.git

python -m spacy download en core web sm

\_‘
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Overview of pke (cont.)

e standardized API for extracting keyphrases from a document

import pke

# initialize keyphrase extraction model, here TopicRank
(:::)extractor = pke.unsupervised.TopicRank()

# load the content of the document, here document is expected to be a simple
# test string and preprocessing is carried out using spacy
extractor. load_document(input="text', language='en')

# keyphrase candidate selection, in the case of TopicRank: sequences of nouns
# and adjectives (i.e. ' (Noun|Adj)x")
extractor.candidate_selection()

# candidate weighting, in the case of TopicRank: using a random walk algorithm >>
extractor.candidate_weighting()

# N-best selection, keyphrases contains the 1@ highest scored candidates as
# (keyphrase, score) tuples
keyphrases = extractor.get_n_best(n=10) / 20

@ ®»w O



Hands-on session in 1 min
https://github.com/keyphrasification/hands-on-with-pke

Part 1 : Getting started with pke and keyphrase extraction
Part 2 : Model parameterization
Part 3 : Benchmarking models
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